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LABORATORY WORK NO. 4
MEDIUM ACCESS METHODS
1. Objectives 

The objective of this laboratory is the knowledge of medium access methods for the ETHERNET, TOKEN-BUS and TOKEN-RING networks and the description of the imposed restrictions in computer network design.
2. Theoretical considerations
2.1 IEEE 802.3 and ETHERNET standard
The first ETEHRNET standard has been published in 1980 by a Digital Equipment Company, Intel, and Xerox (DIX) consortium. In 1985 Institute of Electrical and Electronics Engineers (IEEE) published the LAN standards naming 802.3 the Ethernet standard. In order for the standard to be compatible with the International Standards Organization (ISO)/OSI model, the 802.3 is addressed to the level 1 necessities and the inferior part of the level 2 of the OSI model. As follows the 802.3 standard is slightly modified from the ETHERNET standard but the two standards are almost identical. The Ethernet networks work at different speeds: 10Mbps, 100Mbps, 1Gbps and 10Gbps. All standards are in essence compatible with the original Ethernet standard. The medium access method used in Ethernet networks is CSMA/CD (Carrier Sense Multiple Access with Collision Detection).
The CSMA/CD medium access method operates in three steps:
· Carrier sense – the station that wants to transmit, must first listen the bus in order to determine if it is busy;
· Multiple access - a station that has listened the bus and detected that the bus is free, can initiate a transmission, simultaneous initiation can generate a collision;
· Collision detection – is realized by each station that is transmitting, because each station listen the line during the transmission (listen while talking).
The first station that detects a collision will suspend the transmission and will send a special signal that announces the interference (jamming), this signal will allow all the stations that are connected to the medium to take into consideration the collision, suspending their activity. The waiting period is variable, given by a comeback algorithm. The collision occurrence domain is the local network itself, meaning that the stations separated by hubs or repeaters will be part of the same collision domain, while the stations separated by switches or bridges, are part of different collision domains, because these devices do not propagate the collision signal.
In order for the algorithm to work correctly, it is requested the condition that the transmitting station to know about a collision, before the transmission is ended.
The critical case in the case of the Ethernet network working at 10Mbps is achieved in the following situation:
· stations A and B situated at the extremities of the network are separated by repeaters;
· the stations are separated by 4 repeaters  (the maximum possible allowed);
· the cable used is thick coaxial cable;
· when the frame is very close to the B station, it initializes a transmission;
· the collision takes place near station B, and the collision signal is propagated towards station A;
· station detects the collision and stops the current transmission.
The collision propagation delay (calculated by summing out the necessary time for the signal to get from station A to station B, with the time needed by the collision signal to get from station B to station A), has the value equal to 49,9(s. A frame with the minimal length of 512 bites (64 octets), for a 10 Mbps transmission speed requires a transmission time of 51,2(s which greater than the delay for the propagation of the collision.
The operations requested to implement the medium access method are:

· package transmissions, operation that requires the MAC sublevel to accept a package from the upper level and to form based on this the bites flow transmitted by the physical medium;
· package receiving, with this operation the MAC sublevel receives the bites flow from the physical level and forms the package that is forwarded to the superior level, through access points to the corresponding services;
· waiting for the transmitting initiation, until the channel is clear;
· generation and interpretation at the reception for the error control field of the FCS ;
· the time spacing corresponding for the frames transmitted. (Inter-frame spacing).;
· transmission planning after a collision was detected;
· special signal for announcement of a collision detection (jamming);
· generation at every frame transmission of a preamble field, and removing it in the frame receiving process.
The Ethernet frame has a variable, length situated between 64 and 1518 octets. The minimal value is calculated from collision detection constrains, and the maximum one from medium occupation time constrains. Figure 5.1 defines the format of an Ethernet frame and the meaning of the fields is described below.
	Bytes
	7
	1
	6
	6
	2
	64-1518
	4

	
	Preamble
	SFD
	DA
	SA
	Tip
	Info
	FCS

	Figure 5.1 The Ethernet frame structure


The first field is Preamble having a length of 7 octets, needed for the receiving stations to synchronize with the transmitter clock. SFD (Start Frame Delimiter), is marking the beginning of the frame. DA (Destination Address) and SA (Source Address) contain the destination and source addresses.
Type, contains a code from the upper layer protocol which is the generator or the destination of the data unit contained in the Info field. A few codes for the most significant protocols are given in the following table:
Table 5.1 
	Filed value (hex)
	Protocol type

	0000-05DC
	Length filed for IEEE 802.3

	0600
	Xerox

	0800
	DoD IP

	0801
	X.75

	0806
	ARP


FCS (Frame Control Sequence) represents the value for the control sum CRC, calculated for the preceding fields.

We can observe that the package does not  have an end frame delimiter, similar with the start frame delimiter SFD this role is taken by the spacing between frames, that requires a minimal temporal interval between 2 consecutive frames of 9,6 (s (standard value for the IPG – Inter Packet Gap)

	Bytes
	7
	1
	6
	6
	2
	0-1500
	0-46
	4

	
	Preamble
	SFD
	DA
	SA
	Length/Type
	Info
	PAD
	FCS

	Figure 5.2 The MAC 802.3 frame structure


The MAC 802.3 frame shown in figure 5.2 has la variable length, between 64 and 1518 octets. The meaning of the fields is describes below.

The first field is Preamble having a length of 7 octets, needed for the receiving stations to synchronize with the transmitter clock. SFD (Start Frame Delimiter), is marking the beginning of the frame. DA (Destination Address) and SA (Source Address) contain the destination and source addresses.
In the case the field Length/Type has a value smaller than 0x600 this field indicates the length of the next field, the data filed (Info). If the Length/Type has a value greater or equal with 0x600 this field indicates the upper level protocol type (for example 0x800 represents IPv4 or 0x806 represents ARP).
Usually the Info field contains the package representing the basic data unit of the upper level protocol (LLC-PDU).
If the data field’s length is not over 46 octets, it is necessary to insert an extra field called PAD, containing ‘pad’ characters through witch it will contribute with it’s octets in ensuring the minimal length of 64 octets for a MAC 802.3 frame.
FCS (Frame Control Sequence) contains the value of the check sum based on the CRC polynomial, calculated for the precedent fields.
The MAC 802.3 does not contain a delimiter filed for the ending of the frame.
There are 3 Ethernet network types running at speeds of 10Mbps: 10BASE5, 10BASE2 and 10BASE-T. These networks share a few common characteristics: time parameters, frame format, the transmission process and the basic design rule. All the 10 Mbps Ethernet Networks use the Manchester coding. The Manchester Coding supposes a transition at the middle of the bit, and the direction determines the binary value of the bite. If the transition is from 1 to 0 the bit’s value is 0, if the transition is from 0 to 1 then the bit’s value is 1. 10BASE5 networks use thick coaxial cable for which the maximum allowed length without using repeaters is 500m. 10BASE2 networks use thin coaxial cable for which the maximum allowed length without using repeaters is 185m. Both networks use half-duplex transmission. These networks topology are bus as you can see in figure 5.3

Figure 5.3 10BASE2 and 10BASE5 networks topology
10BASE-T network use UTP cable with the following maximum standard distances: 90m for horizontal cabling, 3m patch cord from computer to socket and 6m patch cord from the patch panel to hub or switch. So the maximum allowed length is 99m but it is usually rounded at 100m. This network type uses both half duplex transmission as well as full-duplex. This networks topology is star or extended star as seen in figure 5.4

Figure 5.4 10BASE-T network topology
In case of the 10Mbps Ethernet networks it is used the 5-4-3 design rule that allows maximum 5 segments separated by 4 repeaters maximum and maximum 3 populated segments between any two stations.
There are 2 types of Ethernet networks operating at 100Mbps 100BASE-TX and 100BASE-FX. These types share a few common characteristics: time parameters frame format and parts from the transmission process. 100Mbps Ethernet Networks also called Fast Ethernet have the same frame format as the 10Mbps Ethernet networks. Fast Ethernet networks use 2 codifications. The first codification is 4B/5B and the second is specific to the transmission medium copper or optical fiber.
100BASE-TX networks use Cat5 UTP cable. The first codification is 4B/5B and the second is multi-level-transmit-3 or MLT-3. MLT-3 codification uses 3 voltage levels and requires a presence or an absence of the transition at the middle of the bit indicating the binary value of 0 or 1. This type of network uses both half-duplex and full-duplex transmission. This networks topology is star or extended star.
100BASE-FX networks use optic fiber. The first codification is 4B/5B and the second is NRZI. The NRZI codification requires the presence or the absence of a transition at the middle of the bit indicating the binary value of 0 or 1. This network uses full duplex transmission having 2 separate ways for transmission and reception. In most of the time this networks are used for vertical cabling. 
In the case of Fast Ethernet networks it can only be used 1 class I repeater or 2 class II repeaters between any 2 stations. In the case that 2 class II repeaters are used these will be connected by a link having maximum 5 meters length. A class I repeater ca induce an up to 140 time bit latency and a class II repeater latency is up to 92.
There are 3 Ethernet networks working at 1000Mbps 1000BASE-TX, 1000BASE-SX and 1000BASE-LX. These networks have the same time parameters. The 1000Mbps Ethernet networks also called Gigabit Ethernet use two codifications.
1000BASE-TX networks use Cat 5e UTP cable and have a full duplex transmission on all 4 pairs of twisted wires. The codification used is 4D-PAM5. This type of network uses both half-duplex transmission as well as full-duplex. The topology of the networks is star or extended star.
1000BASE-SX and 1000BASE-LX networks use optic fiber. 1000BASE-SX networks use LED or 850 nm laser transmitters and multimode optic fiber of 62.5 or 50 microns. 1000BASE-LX use 1310nm laser transmitters and 10 microns single-mode or 50 or 62.5 microns multimode optic fiber. The first codification is 8B/10B and the second is NRZ. The MAC method treats the link as point to point. This networks uses full-duplex transmission having 2 separate ways for transmission and reception. Gigabit Ethernet allows just one repeater between 2 stations. The topology is star or extended star.
There are 7 network types working at 10Gbps: 10GBASE-SR, 10GBASE-LX4, 10GBASE-LR, 10GBASE-ER, 10GBASE-SW, 10GBASE-LW and 10GBASE-EW. Having the frame format and other Level 2 specifications compatible with the previous Ethernet standards, the similarities between 10GbE and the previous versions are remarkable and allow interoperability between all the Ethernet standards. The support for very long distances up to 40km and the compatibility with SONET and SDH make from 10GbE network a MAN or WAN technology. Because 10GbE uses just full-duplex connections on optic fiber CSMA/CD is no longer necessary.
2.2 IEEE 802.4 standard – TOKEN-BUS

TOKEN-BUS networks combine the strength of the transmission cable 802.3 with the behavior known in the worse case of a ring, giving the network a deterministic character. As seen in figure 5.5, from a physical point of view the network is composed from a linear cable shaped as a tree at which the stations are attached. From a logical point of view the stations are organized in a ring each station knowing the addresses of the predecessor and success station.

Figure 5.5 The topology and logical structure of the Token-Bus network
After the network is initialized, the station with the greatest number transmits the first frame. After the transmission takes place the station sends a special control frame also known as a token towards the successor station transferring in this way the permission to send. The station that receives the token can transmit for a limited period of time after witch it transfers the token to the successor station. It can be seen that in 802.4 there are no collisions. The protocol allows the possibility to add or remove a station from the ring.
At the physical layer, the network cabling is done using a 75( broadband coaxial cable, being allowed system with simple cable or dual cables, with or without terminators. The standard admits three analog modulation systems and two possible speeds of 1.5Mbps and 10 Mbps. Beside the representation of the 1 and 0 values the modulation schemes provide another three symbols used for network control. It can be seen that the physical layers of 802.3 and 802.4 are incompatible.
At the network initialization the stations are inserted into the ring in the order of their station address, from the greatest to the smallest one. The token transfer is also done from the greatest address to the smallest one. A station can transmit frames for a limited period of time after witch it must pass the token. Four priority classes are defined 0, 2, 4 and 6, the priority increasing form 0 to 6. Each priority has its own frame queue to transmit. In this way it is granted for the 6 priority traffic a well known bandwidth fraction, which can be used to implement real time traffic.
The 802.4 frame format is represented in figure 5.6, and the meaning of the fields is described below.
	Bytes≥
	1
	1
	1
	2 or 6
	2 or 6
	0-8182 or
0- 8174
	4
	1

	
	Preamble
	SD
	FC
	DA
	SA
	Date
	FCS
	ED

	Figure 5.6 802.4 frame structure


Preamble used for the receiving station to synchronize with the transmitter clock. SD (Start Delimiter) and ED (End Delimiter) are marking the beginning and the ending of the frame and are some of the special symbols used for the network control.

For the data frames the FC (Frame Control) contains the frame priority. In this case the field can contain an indicator that requires the destination station the confirmation for a correct or incorrect reception of the frame. For the control frames this fields is specifying the frame type. The control frames are the following:
Table 5.2 
	Value
	Name

	00000000
	CLAIM_TOKEN

	00000001
	SOLICIT_SUCCESSOR_1

	00000010
	SOLICIT_SUCCESSOR_2

	00000011
	WHO_FOLLOWS

	00000100
	RESOLVE_CONTENTION

	00001000
	TOKEN

	00001100
	SET_SUCCESSOR


DA (Destination Address) and SA (Source Address) contain the destination and source address, as in the case of 802.3, an 802.4 network can use only addresses on 2 or 6 octets.

The Data field contains the transmitted data and can have 2 lengths. When 2 octet addresses are used the data field can have up to 8182 octets. When 6 octet addresses are used the data field can have up to 8174 octets. FCS (Frame Control Sequence) is used for the error detection. It is used he same polynomial algorithm as in the case of 802.3 networks.
The interface internally keeps the addresses of the successor and precedent stations. Periodically the token owner sends a SOLICIT_SUCCESSOR frame to ask for requests from the stations willing to enter the ring. The frame contains the address of the transmitting station and the address of the successor station. Only the stations between these limits can ask for the entrance in the ring. If no station requests to enter the ring, the station that has the token continues its usual activity. If a station requests to enter in the ring it is inserted and becomes the successor of the token owner. If more stations want to enter, their frames will collide and will be destroyed as in the case of 802.3 networks. The token owner will start an arbitration algorithm, similar with a reverse binary count that starts with the broadcast of a RESOLVE_CONTENTION frame.
If a station wants to leave de ring, sends a SET_SUCCESSOR frame to the predecessor station that marks the successor station.
The ring initialization is a special case of inserting a new station in the ring. The first station that was turned on sees that there is no traffic for a specific period of time and sends a CLAIM_TOKEN frame. Because no station is competing for the token, the station creates a ring that contains just this station. Periodically there are new stations inserted in the ring as they are turned on. If the first two stations are turned on simultaneous, the ring initialization supposes the token request from the stations using the reverse binary count algorithm.
The station that transfers the token listens to see if its successor transmits a frame or transfers the token. If nothing happens the token is transferred for the second time. If not even for this time the station that owns the token will consider that the successor station is fallen and transmits a WHO_FOLLOWS frame that contains the successor address. The station successor transmits a SET_SUCCESSOR frame to the station that owns token calling itself the new successor. If the station successor that owns the token is fallen, the station transmits a SOLICIT_SUCCESSOR_2 frame. The ring is rebuilt by running the reverse binary count algorithm for all the stations that requests to enter the ring.
If the station that owns the token falls the token is lost, and the solution for this problem is done using a ring initialization algorithm because each station has a clock that is reinitialized at the appearance of a new frame in the network. When this clock reaches the threshold value, the station sends a CLAIM_TOKEN frame and the reverse binary count algorithm determines the stations that receive the token.
In the case that in the network are more than one token, the station or stations that own a token and take notice of a transmission from another station give up their own token. In the case that accidentally all the tokens are eliminated, the lack of activity will determine one or more stations to try to obtain a token.
2.3 IEEE 802.5 standard – TOKEN-RING
At the beginning of the 80’s the IEEE organization created the 802.5 comity, for specifying   the physical level and the MAC sublevel of the Token Ring network, standard that is also accepted by ISO and published as ISO 8802.5 in 1992. A Token Ring network consists from more stations linked in a physical ring topology. The network cabling is done from a stellar shape; the star network is represented by the central cabling concentrator, which is starting the links to the network stations. The transmission medium used in the Token-Ring is STP or UTP cable. If one of the stations is defective or must be temporarily disabled the, the operation of the station removal from the network is done at the central cabling  level, by activating the bypass relays or bypass crossing as in figure 5.7.

Figure 5.7. Token-Ring network topology 
The token-ring has a ‘token passing’ medium access method, based on the existence in the network of a special packet called token. This package, of minimal length, move in the network indicating that the medium is free. A station can transmit just when it acquires the token. At the end of the transmission or after a fixed time it is persuaded to free the token. At the network initialization the station that is designated to manage the network, the active monitor, will generate the token. 
The implementation of the medium access method, as it is in the 802.5 standard, has at its ground the following specifications:
· the MAC protocol is based on the existence in the network of only one token, so that a station that has finished the transmission will not generate another token, but will free the owned token;
· there are priority bits that can be set at every station level;
· there are reservation indicators, used by the stations with high priority to specify that the next token will be with high priority;
· there are control timers for the maximum period of token keeping by a station, so that a station not to abusive occupies the ring;
· there are confirmation bits for signaling errors or the carry out of some actions.
The medium access method is realized at the MAC sublevel. The 802.5 frame format is presented in figure 5.8 the fields meaning is described in the following.

	Bytes
	1
	1
	1
	6
	6
	0-30
	4-17749
	4
	1
	1

	
	SD
	AC
	FC
	DA
	SA
	RI
	Info
	FCS
	ED
	FS

	Figure 5.8 802.5 frame structure


SD (Starting Delimiter) has the role to identify the physical start of the frame. AC (Access Control) contains information for the medium access (to the ting). His bit structure is PPPTMRRR where the subfields have the following meaning:
· the three bits subfield PPP indicate the current access priority;
· Bit T is the token bit, having the value 1, if the current package is for data and 0 if it is a token;
· Bit M is set in the case of the monitor station;
· The 3 bit RRR subfield codifies the requested priority by the station for the next access.
The two fields form a so called start sequence of the SFS (Start-of-Frame Sequence).

FC (Frame Control) defines the content of the MAC frame. The frame has the bit structure FFZZZZZZ, where the FF bites identifies the frame nature.
· the frame is a MAC control frame for the value 00; being a frame that must be received by all station;
· the frame is containing in the Info field a LLC package if the field value is 01.

ZZZZZZ bits are control bites, the control frames used by the Token Ring protocol are summarized by the following table:
Table 5.2 
	Frame Code
	Frame Name 

	00000000
	Duplicate Address Test

	00000010
	Beacon

	00000011
	Claim token

	00000100
	Purge

	00000101
	Active Monitor Presence

	00000110
	Standby Monitor Presence


DA (Destination Address) and SA (Source Address) represents addresses on 6 octets of the destination station respective of the source station of the current frame.
RI (Routing Information) contains the routing information needed if the frame passes an extended network. The Info field represents the real data field having a length from 4 to 17.749 octets.
FCS (Frame Check Sequence) represents the check sum obtained by a CRC calculation over the package fields.
ED (Ending Delimiter) indicates the end of the package and has in its structure data and non data bits, having the following bit structure: JK1JK1IE. Different from other protocols here are used the following bits:

· I for indicating the fact that the current package is a intermediary one;
· E, signaling an error detection.
FS (Frame Status) is used to notice the source station for the way the frame transmission took place. This field has the following bit structure ACrrACrr where the rr field is a reserved field and the A bites (recognized destination address – Address Recognize) and C (frame copied at destination – Frame Copied) form combination s with the following meaning:
Table 5.4 
	AC
	Signification

	00
	inexistent or inactive station

	10
	Existent station, package not copied 

	11
	Existent station and copied package


These last two field form the ending sequence of the frame EFS (End-of-Frame Sequence).
Each station linked at the Token Ring network must have a coupling element called interface or medium coupling unit. The interface part acquires the information sent to the station to the receive line (ring-in) from the ring bit by bit. This information can be immediately retransmitted to the network, by putting it on the ring-out line using a repeat path, so in these conditions the interface inserts into the ring a one bit period delay.
From a physical point of view, the transceiver, also called a line coupling unit (Trunk Coupling Unit), is situated in the concentrator, the central element of the star topology an it contains the relay for the station decoupling and the required electronics needed for the medium coupling. Also, in order to assure the requested timing needed for a good flow and interpretation of a token frame in the network, it is necessary that the predicted delay to be superior to the token length, extra delays are also used in the 802.5 station interface circuits.
The frame transmission, repeating and receiving algorithm is exemplified for a network with four stations A, B, C, and D supposing that station A wants to transmit a message to station C. The transmission will take place the according to the next algorithm:

· station A waits to receive a token on the ring-in line, whet it notices the frame it retains it. The token retaining means that station A will set the T bit from the AC field of the token frame. So the station transforms the token frame in a data frame, and the bites transmitted on the ring out line back to the network, through the repeating path form a start sequence SFS, of the data frame.
· after the SFS sequence is sent, the A station inhibits the bit repeating path (repeat path).

· station a starts to transmits its own data, by placing on the ring out line the corresponding bites for the control frames FC, destination addresses DA and source SA and eventually information for the interconnection level in the  RI field.
· station A transfers into the network the data bites from the Info field.

· if the station still has to transmit data and the allocated time for retaining the token THT (Timer Holding Token) has not expired, it sets I (Intermediate) bit from the ED field, to signal that this frame is not the last, and then it resumes the transmission of the successive packages, respecting the previous steps.
· when the A station transmitted the last package, it resets the I bit
· if the station has finished its own data transmission before the receiving back on the ring in line of the first transmitted frame, it is required to wait this frame and ill send to the network fill bits.
· when the A station receives a transmitted frame (it recognizes it as its own through the SA address field) and it removes it from the network and becomes available to release the token. If it doesn’t have any more frames to transmit it will immediately release the frame, if it still has data, it continues the transmission in the conditions described above.
· while the A station transmitted data in the network, the stations that haven’t acquired the token (stations B, C and D) have fulfilled only the repeating function of the bits from their corresponding ring-in to the ring-out lines, if they have detected a data error, they signal this by setting the E bit from the ED field.

· the receiving station of the emitted message by the A station, respectively the C station, from the content analysis of the destination address field DA, it will recognize its own MAC address and does not only repeat the bytes but it will also copy them from its ‘receive’ line in its own buffers and also sets the corresponding bits A and C from the FS field of the received frame.
· at the end of the back receiving of the transmitted frame (frames), will release the token and will activate its own repeat path
What is worth to take into consideration, depending to the transmission speed and the number of the connected stations to the network, to improve the network performance, the early token release rule can be applied. Through this, the station that has transmitted a frame or a sequence is no longer obliged to wait until the frame is returned in order to release the frame and ca do this earlier.
The 802.5 MAC frames are transmitted one by one in a sequence, without any pause between two consecutive frames, as it was requested in the 802.3 frame sequence. The transmission sequence being contiguous, the frame synchronization is permanently maintained. In the situation of a station failure in the ring, it is possible to loose the stations synchronization, for this reason the standards anticipates the possibility for the first token and the first frame form a sequence to be preceded by a number of synchronization bites.
The control and network management functions can be grouped into four classes that refer to:

· establishing the active monitor, that represents the station from the ring than generates the token, and establishes the ring reference clock, generates the periodical notification process of the neighboring stations  or recovers the lost token

· establishing the variable parameter  group for all the stations from the ring (ring parameter server)
· monitoring the errors from the ring and elaborating statistics (ring error monitor).

· elaboration of a configuration report (configuration report server), function that collects from other stations the configuration information.
All these functions are realized through the functional addresses, being multicast addresses locally administered.
The rule after the active monitoring station is elected specifies that at a specific period in time in the network is only one active monitor, established by an election process, all other stations being in a stand by state (standby monitor).
In the election phase of the active monitor, all the candidate stations continuously transmit a special frame ‘Claim token’. This package contains for each station its own solicitation value to become an active monitor, value established based on the claim value from the received package, with it’s own value. If its own value is superior to the one received it continues to send requesting packets, and if its own value is inferior to the one from the received package, it stops sending the ‘Claim token’ package and just repeats the received packets. In this way at the end just one station will receive its own claim value becoming an active monitor. 
The active monitor will make its presence sensed in the network by periodically generating an AMP (Active Monitor Presence) package to all the ring stations. If a standby monitor station from the ring doesn’t receive this package for a period of time that is longer than TSM (Timer Standby Monitor), it can initiate a new election process.
The control AMP frames generated with a repeating period given by the TAM (Timer Active Monitor) parameter they still have one role, to notify the neighboring stations (neighbor notification). By this process each station from the ring will notify the upstream station address, the one connected to the ring-in line of the current station. The address is named (Upstream Neighbor Address), or NAUN (Nearest Active Upstream Neighbor).
The notification process is executed after the following sequence:
· the first active station that follows the active monitor, at the receiving an AMP frame executes the following operations: sets to 1 the bites A (Address Recognized) and C (Frame Copied), from the frame stare field FS copies the received AMP frame and stores the emitting station address (the neighbor station) in a memory location named SUA (Stored Upstream neighbor’s Address), and then sends to all the stations a SMP (Standby Monitor Presence) frame.
· the first downstream active station from the SMP frame transmitting station, will receive this frame, and will store the frame source station address and it will also generate a SMP frame to signal its presence.
Priority based access is a solution for the possibility of using the network in different applications, fact that requires different treating of actions (frames), according to their priority. For example, in a local network can be connected not only computers but also supervising or process management elements. Because they will be working in real time will require treating with priority over the usual data packages transmitted between two computers. The 802.5 network has a medium access mechanism with priorities, realized with the help of the priority bits and reservation subfields (PPP and RRR subfields from the control access field AC) of a data package or from the token.
The base rule for the access is that a station cannot transmit frames in the network if it doesn’t have a higher priority or at least equal with the token’s priority that is in the network having the right to retain.
A few base rules for priority based access are
· a station whishing to transmit, having a certain priority, must request a token generation with that priority by setting at his priority value the reservation bits from a transient package.
· the station that generates the token, or releases the token after ending a transmission, ca, raise the token priority, according to the value written in the reservation field; the initial released token from the active monitor has 0 priority.
· a data packet, while crossing the ring can have its reservation field modified more than once.
· only the station that has raised the token priority value has the right to decrease  it and it will be done at the next encounter with the token.
The physical level specified by the standard refers to the mechanical, electrical and functional aspects associated with the flow of bits in the medium. Only the active monitor is the one that generates clock used in the network. In order to synchronize the stations with the monitor’s clock extra synchronization bites are provided, reason for which the standard limits the number of the stations as well as the maximum length of the used cables.
3. Lab activity
3.1 IEEE 802.3 and ETHERNET standard
3.1.1 Aspects related to medium access method used in Ethernet networks, Ethernet networks types and restrictions imposed in these networks design will be discussed.
3.1.2 A 10 Mbps CSMA/CD LAN is UTP cabled and the maximum number of repeaters between any two computers located in the same collision domain is 3. Knowing that the propagation speed is 200m/(s and the repeater delay time is 1(s, calculate the minimum length of a frame that can be transmitted in this network. The length of a frame is multiple of 1 byte.
3.1.3 A 10Mbps CSMA/CD LAN is 50m long and has a propagation speed of 200m/(s. Data frames are 1024 bits long. First bit range after a successful transmission is reserved for the receiver to transmit an acknowledge frame. What is the effective data speed if there are no collisions?
3.2 IEEE 802.4 standard – TOKEN-BUS
3.2.1 Aspects related to medium access method used in Token-Bus networks will be discussed.

3.2.2 The parameters of a 10 Mbps Token-Bus network having 20 hosts give 40% of the bandwidth for 6 priority traffic. Which is the bandwidth guaranteed to each host for 6 priority traffic?
3.3 IEEE 802.5 standard – TOKEN-RING
3.3.1 Aspects related to medium access method used in Token-Ring networks and restrictions imposed in these networks design will be discussed.

3.3.2 A 16Mbps Token-Ring LAN has an THT (Timer Holding Token) with the value 5ms. Which is the longest frame that can be transmitted in this ring?
3.3.3 A 4Mbps Token-Ring LAN is 500m long and has a propagation speed of 200m/(s. Five stations are uniformly spread around the ring. Is it necessary to introduce supplementary delays in the ring?
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