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1. Objectives
The objective of this work is switch and bridge description, switch configuration description and Spanning-Tree Protocol knowledge.
2. Theoretical considerations
2.1 Switches and bridges
Switches and bridges are layer 2 devices that are used to increase available bandwidth and reduce network congestion. Switches and bridges perform two basic operations: switching data frames and maintaining switching operations. Switches and bridges segment the LAN creating multiple smaller collision domains. Each port creates one segment which is a collision domain because the switch or the bridge learns the MAC addresses of devices connected to each port, enters this information into a switching or bridging table and forwards or blocks traffic based on that table. Segmentation allows network congestion to be significantly reduced within each segment. The devices within that segment share the total available bandwidth. If the switch or the bridge does not know where to send the frame, it broadcasts the frame out all ports. When a reply is returned, the switch or the bridge records the new address in the switching or bridging table. Another advantage of the switched connection is that permits full-duplex Ethernet which allows the transmission of a packet and the reception of a different packet at the same time. The disadvantage of layer 2 devices is that they forward broadcast frames to all connected devices on the network so all hosts connected to the switch or bridge are still part of the same broadcast domain.
Switching is classified as symmetric or asymmetric. Symmetric switching provides switched connections between ports with the same bandwidth. Asymmetric switching provides switched connections between ports of unlike bandwidth. Asymmetric switching enables more bandwidth to be dedicated to the server switch port in order to prevent a bottleneck.
Switching modes are classified as store-and-forward or cut-through, each mode representing a compromise between latency and error detection. In store-and-forward switching mode the entire frame is received before any forwarding takes place. This switching mode increases the transmission latency and allows more error detection. In cut-through switching mode the frame is forwarded through the switch before the entire frame is received. At least the frame destination address must be read before the frame can be forwarded. This switching mode decreases the transmission latency and allows less error detection. Cut-through switching mode has two forms: fast-forward and fragment-free. Fast-forward switching forwards the packet after reading the destination address. This switching mode has the lowest level of latency and error detection. Fragment-free switching forwards the packet after reading the first 64 bytes of the frame. Because collision fragments are smaller than 64 bytes, fragment-free switching mode filters out this type of error which also represents the majority of packet errors. This switching mode has a higher level of latency and error detection than the fast-forward mode.
2.2 Spanning-Tree Protocol
Redundant networking topologies increase the reliability of the network by introducing redundant links. These connections introduce physical loops into the network. Because layer 2 has no mechanism to eliminate lost frames, the frames can loop forever in a layer 2 looped topology causing two types of problems to appear: broadcast storm and switching or bridging table instability. The broadcast storm is created by endlessly flooded broadcast frames too all ports of the switches or bridges, wasting the bandwidth or making the network unusable. Switching or bridging table instability appears when multiple copy of a frame arrive at different ports of a switch or a bridge causing MAC entry instability in the switching or bridging table. The IEEE 802.1d Spanning-Tree Protocol uses the spanning-tree algorithm to create loop free shortest path logical topology in a layer 2 looped topology. The IEEE 802.1w Rapid Spanning-Tree Protocol uses rapid spanning-tree algorithm to perform the same function as spanning-tree algorithm with a shorter convergence time.

Spanning-Tree Protocol uses Bridge Protocol Data Unit (BPDU) multicast layer 2 messages which are sent by the network devices every two seconds by default. The structure of these messages is presented in figure 9.1.
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	Figure 9.1 BPDU message structure


The BID is an 8-byte field. The two high order bytes are the bridge or switch priority that defaults to 32768 and the six low order bytes are the MAC address of the bridge or switch. The BID structure is presented in figure 9.2.
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	Figure 9.2 BID structure


Spanning-Tree Protocol calculates the shortest path network based on cumulative link costs. Link costs are based on the speed of the link. Some of the link costs for links exceeding 1 Gbps specified in the IEEE 802.1d specification are presented below.
Table 9.1 
	Link Speed
	Cost

	4Mbps
	250

	10Mbps
	100

	16Mbps
	62

	100Mbps
	19

	1Gbps
	4

	10Gbps
	2


Some of the link costs for links of 10 Gbps or higher specified in the IEEE 802.1d specification are presented below.
Table 9.2 

	Link Speed
	Cost

	10Mbps
	2000000

	100Mbps
	200000

	1Gbps
	20000

	10Gbps
	2000

	1Tbps
	20

	10Tbps
	2


The Port ID is an 2-byte field. The high order byte is the port priority that defaults to 128 and the low order byte is the port number. The Port ID structure is presented in figure 9.3.
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	Figure 9.3 Port ID structure


The Spanning-Tree Protocol establishes a single root node, called root bridge and constructs a topology that has one path for reaching every network node. The resulting tree originates from the root bridge. The bridges and switches calculate the shortest path from itself to the root bridge. The first decision that all bridges or switches in the network make is the root bridge identification, which is done through BPDU messages that are received by all bridges and switches. All other decisions in the network are made regarding this root bridge. When a bridge or switch first starts up, it assumes it is the root and sends BPDU-s containing the bridge or switch MAC address in both the root and sender BID. If a bridge or switch receives a BPDU with a lower root BID it sets this root BID in the BPDU-s that are sent out. The bridge or switch with the smallest BID value will be the root bridge. Setting the bridge or switch priority to a smaller value than the default will make the BID smaller and will influence the root bridge identification. For each LAN segment, Spanning-Tree Protocol establishes a designated switch as the closest one to the root bridge which handles all communication from that LAN towards the root bridge. For each non-root bridge a root port is elected, which gives the best path to the root bridge. So, the port with the lowest path cost to the root bridge is elected as the root port. If multiple ports have the same path cost to root bridge, the port with lowest Port ID is selected as root port. The Spanning-Tree Protocol also selects the designated ports which are part of the shortest path tree. So, the port with the lowest path cost to the root bridge is selected as the designated port. If more than one port in the segment have the same path cost, the port on which the bridge or the switch has lowest bridge or switch ID is selected as designated port. On the root bridge, all its ports are designated ports. Redundant links that are not part of the shortest path tree are blocked and data frames received on blocked links are dropped.
Each port on a bridge or switch that is using the Spanning-Tree Protocol has one of the following five states: blocking, listening, learning, forwarding and disabled. In the blocking state ports can only receive BPDU-s, data frames are discarded and no addresses can be learned. It may take up to 20 seconds to change from this state. Ports go from the blocking state to the listening state. In this state, the switches or bridges determine if there are any other paths to the root bridge. The path that is not the least cost path to the root bridge goes back to the blocked state. In the listening state BPDU-s are processed, user data is not being forwarded and MAC addresses are not being learned. The listening period is called the forward delay and lasts for 15 seconds. Ports go from the listening to the learning state. In this state BPDU-s are processed, user data is not being forwarded, but MAC addresses are learned from any traffic that is seen. The learning state is also called the forward delay and lasts for 15 seconds. A port goes from the learning state to the forwarding state. In this state BPDU-s are processed, user data is forwarded and MAC addresses continue to be learned. The port can be in disabled state when is administratively down or fails. The time values given for each state are the default values. These values have been calculated on an assumption that there will be a maximum of seven switches in any branch of the spanning tree from the root bridge. When the networktopology changes, switches and bridges recompute the Spanning Tree. Convergence on a new spanning-tree topology using the IEEE 802.1D standard can take up to 50 seconds.
3. Lab activity 

3.1 Switch configuration
Connect a COM port of the computer to the Console port of the Switch using a RJ-45-to-RJ-45 rollover cable and a RJ-45-to-DB9 or RJ-45-to-DB25 adapter function of the COM port type.
Enter the User EXEC mode with HyperTerminal program using a connection name, the corresponding COM port and the following COM port settings: 9600 bits per second, 8 data bits, no parity, 1 stop bit and hardware flow control.

Cisco switches and routers use a very similar command-line interface (CLI) which is used for configuration and verification purposes.
The help command is question mark (?) which displays the list of commands available for the current command mode, the list of commands that begin with a particular character sequence or the list of keywords or arguments that are associated with a particular command.
Switches have several command modes. The User EXEC mode has a limited command set that change terminal settings, perform basic tests or display system information. The enable command is used to change from User EXEC mode to Privileged EXEC mode. The Privileged EXEC mode has a larger command set that includes User EXEC mode command set and the configure command used to change from Privileged EXEC mode to global configuration mode. Global configuration mode allows other command modes to be accessed, which are used to configure the switch. The command exit is used to exit back from a command mode.
Issue the help command to view the list of commands available for the User EXEC mode.
Issue show version command to view version information for software and hardware.

Issue show running-config command to view the current configuration file of the switch.
Enter the Privileged EXEC mode with the enable command.

Issue copy running-config startup-config command to copy the current configuration file to back up configuration file.
In order to completely erase the switch configuration the following steps have to be followed:
· Delete the VLAN database file vlan.dat from the flash directory with the delete flash:vlan.dat command.
· Erase the back up configuration file startup-config with the erase startup-config command.
· Reload the switch with the reload command.
Change from Privileged EXEC mode to global configuration mode with the
configure terminal command.
Set the switch name with the hostname host_name command.
Configure the primary terminal line with the following commands:
· line console 0
· password password
· login
· exit
Configure virtual terminal with the following commands:
· line vty 0 4
· password password
· login
· exit
In order to allow the switch to be accessible by TCP/IP applications, IP addresses and a default gateway should be set. This allows switch configuration using a telnet connection. Configure IP address and default gateway with the following commands:
· interface VLAN1
· ip address ip_address netmask
· no shutdown

· exit
· ip default-gateway default_gateway_address
3.2 Spanning-Tree Protocol
Cable the network presented in the figure 9.4.
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	Figure 9.4 Spanning-Tree test network


1. Verify the connectivity between Host1 and Host2 with the ping command.
2. Connect to Switch1 and enter the Privileged EXEC mode.
3. View the Spanning Tree information with the show spanning-tree command. Examine and explain the output of this command.
4. Connect to Switch2 and enter the Privileged EXEC mode
5. Issue show spanning-tree command.
6. Connect to non-root switch and enter the global configuration mode.
7. Change the root switch by changing the priority to a lower value than the default value with spanning-tree vlan vlan_number priority priority_number command. Vlan_number is 1.
8. Exit to the Privileged EXEC mode.
9. Issue show spanning-tree command.
10. Connect to the other switch and enter the Privileged EXEC mode.
11. Issue show spanning-tree command.
12. Connect to root switch and enter the global configuration mode.
13. Enter the interface mode with the interface fastethernet interface_number command. Interface_number is 0/4.
14. Change the root port by changing the priority to a lower value than the default value with spanning-tree vlan vlan_number port-priority port-priority_number command.
15. Exit to the Privileged EXEC mode.
16. Issue show spanning-tree command.
17. Connect to non-root switch and enter the Privileged EXEC mode.
18. Issue show spanning-tree command.
19. Disconnect the link between the Switch1 and Switch2 that is connected to the root port of the non-root switch.
20. Issue show spanning-tree command several times until port 0/3 goes to the forwarding state.
21. Connect to root switch and enter the Privileged EXEC mode.
22. Issue show spanning-tree command.
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